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When modelling phenomena relating to the economy, dynamic panel
models have proven to be a useful tool. Previous studies have modelled
dynamic panel data using conventional methods of generalized method
of moment, Instrumental variables and Maximum likelihood estimators
among others. This study however focuses on modelling dynamic panel
data using modern day approaches of deep-learning techniques. To this
end, two macro-economic variables of Purchasing Power Parity (PPP)
and Gross National Income (GNI) were employed to model the eco-
nomic growth of twenty African countries. Dynamic panel information
about these countries were sourced from UNESCO database between
1990 and 2019. Deep learning techniques of Long Term Short memory
(LSTM), Bidirectional Long Short Term Memory (Bi-LSTM) and Gated
Recurrent Units (GRU) were employed in the modelling process, and the
findings revealed that LSTM having the least values of the adopted eval-
uation metrics, is the best and most suitable deep learning method for
modelling dynamic panel data. Forecasts were also made for the next
20 years with the techniques, and the results show that LSTM gives the
best predicting accuracy with its lowest Mean Absolute Error (MAE),
MAPE, MSE and RMSE.
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1 INTRODUCTION

In the last decade, dynamic panel models are increasingly gaining popularity
amongst statisticians, economists and data scientist alike because of the increas-
ing availability of widely known and feasible algorithms and software for their
computations. Their use has provided new insights and understanding to econo-
metric data (Xu, 2016). Some recent examples include investigations by Flannery
and Hankins (2013), Foster (2008), Dutt et al. (2013), Pugh et al. (2014), in the
areas of corporate finance, economic growth, foreign aids and education respec-
tively.

Dynamic panel data like most times series data are often modelled by includ-
ing time-lagged endogenous variable in the specified regression equation. This
additional variable changes the interpretation of the variables, which now indi-
cate correlations conditional on the history of the model. This situation shows
that the lagged dependent variable violates strict exogeneity, and since common
panel data estimators of fixed and first differences estimators both rely on the
assumption of strict exogeneity, alternative techniques usually employed are the
Instrumental variable and the GMM methods which are commonly used for solv-
ing problem of similar situation. Xu (2016) employed the use of particle filters
to estimate a stochastic volatility induced dynamic panel data, and Monte Carlo
studies revealed the goodness of the chosen estimator. However, this research
tends to focus more on the estimation of a dynamic panel model with the use of
Deep Learning techniques which has been less studied or adopted by Econome-
tricians, as well as in major statistical field.

In literature, many researchers have studied the nexus existing amongst eco-
nomic development and its predictors for developing countries which are mostly
in exhaustive and not conclusive. These studies are that of Firebaugh (2002);
Loizides and Vamvoukas (2005); Levine (2005); Ulku (2004) and Artelaris et al.
(2005); Obadan (2006); Petrakos et al. (2007) Pritchett (2001); Mallik (2008);
Arezki and Gylfason (2011); Collier and Goderis (2012); Yavari and Mohseni
(2012). The main predictors of economic development included in these afore-
mentioned studies are domestic investment, government expenditure, credit ex-
pansion, research and development, foreign aid, demographic trend, commodity
prices, credit to private sector, trade openness. This list is not exhaustive.

There is a paucity of literature that relate directly to the modelling of dy-
namic panel data using deep learning techniques. Amongst the few existing
literatures are that of Raissi (2018); Raissi et al. (2019); Reichstein (2019); Ye
et al. (2019). While the first three authors only employed the application of deep
learning techniques in the solution of nonlinear partial differential equations, so-
lution of data-driven and data-driven discovery problems of partial differential
equations, and solution of process understanding for data-driven earth system
science respectively, only Ye et al. (2019) has employed deep learning in the anal-
ysis of dynamic panel data. The work of the authors was the pioneering research
in the application of deep learning in the exploration of influential factors from
dynamic panel data. The authors employed the technique of Long Short-Term
Memory deep learning neural networks to a multi-dimensional, high-resolution
spatiotemporal dataset which runs on a high-performance computing cluster.
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It was observed that Deep learning techniques greatly outperformed a cutting-
edge spatial-econometric model at continental, state, and grid-cell scale levels.
Thus, this research adopted dynamic panel model to aims at studying the pattern
and extent of the cause-effect relationship of the considered macro-economic in-
dicators on the economic development across some African countries, in order to
explore some policy implications. PPP uses market ”basket of goods” approach
to make comparisons between currencies of different countries. This concept es-
tablishes that two currencies are in equilibrium or at par whenever prices of a
market basket of goods is the same in both countries, taking into account the
exchange rate. GNI, on the other hand, is an estimate of the value of all goods
and services produced by the nationals of the country whether currently resident
in the country or living aboard. The primary focus of government policies in
African countries is to have high and sustainable economic growth which are
necessary and sufficient conditions for extensive development. Generally, the
presence of sustainable economic growth in a country is a manifestation of ad-
vancement in the socio-economic endowment of the citizenry. Becsi and Wang
(2002) asserted that a decline in growth rates, as seen in most developing coun-
tries, is an indicator of a drop in people’s standard of life, leading to poverty.

Africa, the second largest continent (in terms of size) is the world’s poorest
region with numerous economic, social and political crisis. It is the richest con-
tinent in the world in terms of mineral deposit such as cobalt, platinum, gold,
chromium, diamond, tantalite, manganese, iron ore and uranium etc. Agricul-
ture accounts for about 67 per cent of the labour force, about 35 per cent and
40 per cent of GNP and foreign exchange earnings respectively. In spite of these
abundant human and natural resources, African countries remain the world’s
poorest and most underdeveloped. Consequently, there is the needs for the con-
tinuous modelling of her economic growth.

Due to rising data of Gross Domestic Product (GDP), the African economy
has been growing every year in recent years. Despite this fact, nearly half of
the nations in Africa are currently battling with poverty, poor living standard
and unemployment. Thus, an efficient modelling of African economic growth is
highly needed, which will be capable of providing a true measure of economic
growth for the populace using appropriate machine learning techniques. It is per-
tinent to note that understanding the future evolution of the Economic Growth
of a country is very important as it serves as a great basis for proper planning,
allocation of funds, and decision making.

2 MATERIALS AND METHODS

Due to rising data of Gross Domestic Product (GDP), the African economy has
been growing every year in recent years. Despite this fact, nearly half of the
nations in Africa are currently battling with poverty, poor living standard and
unemployment. Thus, an efficient modelling of African economic growth is highly
needed, which will be capable of providing a true measure of economic growth
for the populace using appropriate machine learning techniques. It is pertinent
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to note that understanding the future evolution of the Economic Growth of
a country is very important as it serves as a great basis for proper planning,
allocation of funds, and decision making.

2.1 Model Specification

The functional dynamic panel data model for this research is specified as

GDPit = αit + β (PPP )it + γ (GNI)it + eit (1)

GDPit = αit + β (PPP )it + φGDP it−1 + eit (2)

Where i and t denote different African countries and the sample time dimension
respectively. GDP is the measure of growth for the African countries; α, β, γ and
φ are the estimable parameters while eit is the error term. Considering the fact
that the countries are heterogeneous, a panel unit root test was carried out on
the variables through the adoption of Lm et al. (2003) (LPS) test for individual
unit root process given as

∆yit = ρityi,t−1 +

pi∑
L=1

ϕiL∆yi,t−L + z
′

ity + uit (3)

The LPS test assumes the unit root can differ across the cross sections in the
model.

2.2 Estimation Techniques

Three different deep-learning techniques of Long Term Short memory (LSTM),
Bidirectional Long Short Term Memory (Bi-LSTM) and Gated Recurrent Units
(GRU) as employed in Edmond Zhang et al. (2018) were adopted for modelling
and forecasting for comparison.

Long Term Short Memory (LSTM): Previous studies have employed
Recurrent Neural Networks (RNN, hereon in addressing temporal dependencies
in sequential time series applications. Despite its benefits, according to Farah
et al. (2020), RNN has the problem associated with training the long term
data dependencies. Schmidhuber & Hochreiter (1997) developed a procedure for
solving this problem in Long Term Short Memory (LSTM, hereon which is a
variant of RNN. This procedure uses memory cells, which are hidden layer units
with self-connections that store the network’s temporal state and are controlled
by three gates: input gate, output gate, and forget gate. Memory cell inputs and
outputs are controlled by the input and output gates in the rest of the network.
The forget gate sends high-weighted output information from one neuron to the
next. The information saved in memory is determined by the high activation
results of the input unit; for example, if the input unit has a high activation, the
information is kept in memory cell. However, if there exists a high activation
in the output unit, information is passed to the next neuron. Otherwise, high-
weighted input data is stored in memory cells. The LSTM network is created by
mapping the input and output sequences denoted as

x = (x1, x2, . . . , xn) and y = (y1, y2, . . . , yn)
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Calculated by the following equations:

forget gate = sigmoid (WfgXt +Whfght−1 + bfg) (4)

input gate = sigmoid (WigXt +Whight−1 + big) (5)

output gate = sigmoid (WogXt +Whoght−1 + bog) (6)

(C)t = (C)t−1 forget gate + input gatet (tanh((WcXt +Whcht−1 + bC)) (7)

ht = output gate + tanh ((C)t−1) (8)

In the above equations, Wfg,Wig,Wag,Wc, and bfg, big, bog, b and C denote the
weights and bias variables of three gates and a memory cell, respectively. Also,
ht−1 represents the prior hidden layer’s units that added element-wise to the
weights of three gates. After the execution of model (7), (C)t metamorphosed
into current memory cell unit and the element-wise multiplication of prior hidden
unit outputs and previous memory cell unit is shown in Model (8). By adding the
non-linearity on top of the three gates the tanh and sigmoid activation functions
are generated. Further, t− 1 and t are previous and current time steps.

Bidirectional Long Short Term Memory: Schuster & Paliwal (2012)
proposed a bi-directional recurrent neural network (BRNN) that consists of two
independent LSTM hidden layers with similar output in opposite directions to
address the restrictions of an LSTM cell that can work on previous content but
not future content. Previous and future information are used in the output
layer with this design. Thus, both activations (forward, backward) would be
considered to calculate the output ŷ at time t given as

ŷt = g
(
Wy

[
a+t , a

−
t

]
+ by

)
(9)

Gated Recurrent Unit (GRU): Gated Recurrent Unit (GRU, hereon)
is a two gates LSTM variant comprising an “update gate” which is composed
of input, forget gates and a “reset gate”. Due to inexistence of an additional
memory cell to store data, GRU can only control data within the unit.

Up gate = sigmoid (WugXt +Whught−1 + bfg) (10)

Rest gate = sigmoid (WrgXt +Wrght−1 + big) (11)

ht = tanhW(rest gate)t (Wht−1, Xt) (12)

ht = 1− update gatetht−1 + (update gate, Xt) (13)

The update gate in Equation (10) controls the amount of information updated.
If the gate is set to zero, the rest gate in Equation (11) behaves like the update
gate by reading input sequences and forgetting the previously calculated state.
Furthermore, ht shows the same functionality as in recurrent unit and ht of GRU
at time t represents the linear interpolation among the current ht and previous
ht−1 activation states in Equations (11) and (12) respectively.
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2.3 Evaluation Metrics

The four performance measures used to evaluate the performance of the proposed
models are Mean absolute error (MAE), Mean square error (MSE), Root mean
square error (RMSE) and Mean absolute percentage error (MAPE) where C
denotes the actual value, C∗ for estimated value and is the number of times the
summation iteration is executed.

MAE =
1

N

M∑
i=1

|C − C∗| (14)

MSE =
1

N

M∑
i=1

(C − C∗)2 (15)

RMSE is well defined as:

RSME =

√√√√ 1

M

M∑
i=1

(C − C∗)2 (16)

MAPE =
1

N

M∑
i=1

∣∣∣∣
c− c∗

c

∣∣∣∣ (17)

3 RESULTS

Data preprocessing becomes a necessary step in compliance with the requirement
for modelling with deep learning techniques. The original dataset is a panel data
with 600 observations from which 16 missing values were traced to GNI. Thus,
one cannot simply use simple descriptive measures of mean, median or mode to
fill out the missing values in the dataset as required by a normal machine learn-
ing or time series modelling. Therefore, the research applied a backward filling
method in the imputation of the missing values. It is pertinent to note that there
is no evidence of outliers in the dataset, which was converted to dynamic panel
data by taking the lag of the dependent variable (GDP) and included the lagged
variable as part of the explanatory variables.

The dataset was well prepared, and then transformed into a supervised learn-
ing problem using the ”series-to-supervised” function which was developed specif-
ically for this research. The inputs were normalized for robust prediction of the
selected countries’ economic growth. Normalized data leads to higher perfor-
mance in Neural Networks, according to a good rule of thumb, hence a data nor-
malization technique called MinMaxScaler from Scikit-learn was employed and
dataset converted into a 3D input num-samples, num-timesteps, num-features as
a necessary condition for deep-learning modelling. A time steps of 10 was used
which implies that the model makes projections based on the last ten years of
the data.

Table 1 below shows the descriptive statistics of the dataset after dropping
the duplicates. The dataset cannot be randomly split into 80% and 20% train
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and test data basically because this data was from different cross-sections at
different time frame. Thus, the data splitting was carried out for each country
in the first instance, and each country’s training and test data were combined
as final train data and final test data respectively. It was observed that the
minimum height is 55cm and that of the weight is 10kg. It is observed that
the minimum GDP and GNI for all the counters respectively is 8,003,491 and
2,176,091 dollars while the maximum is 11,754,730 and 4,454,235 dollars respec-
tively. These results show that there are estranged values in the dataset and It
is thus imperative to drop the values that are above 75% percentile and those
below 25% percentile distributions.

The parity in the countries purchasing power is estimated at a negative average
rate of 2,000,000 dollars, which implies that the purchasing power among the
chosen countries is largely being eroded rather than improving.

Table 1: Descriptive Statistics Table

GDP PPP GNI

Count 600 600 584

Mean 9.996470 1.530795 3.247477

Standard deviation 0.710921 1.155709 0.454293

Min 8.003491 -2.000000 2.176091

25% 9.479272 0.451000 2.892095

50% 9.973737 2.144775 3.244275

75% 10.398536 2.363880 3.507179

Max 11.754730 3.563451 4.454235

All the modelling and preprocessing approaches were carried out using Python
3.4 which was computed on Google Colab, and this provides a free computational
power for the training of the model. Scikit Learn, Pandas and Numpy library
were used for the preprocessing, the visualization was carried out using Mat-
plotlib and Seaborn Library; and the modelling was carried out using Tensorflow
and Keras.

Specifically, the performances of LSTM, GRU and BiLSTM models are com-
pared in forecasting the rate of Economic growth in the selected African coun-
tries. To achieve a robust specification, the research model was trained with the
80% of the partitioned dataset using LSTM, BiLSTM and GRU techniques after
which prediction was made on the test set and the output of the prediction made
on the remaining 20% of the partition dataset as shown in Fig 1.
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Figure 1: Validation and Prediction of each forecasting approach

Listed in Table 2 below are the parameters of the constructed Neural Networks
models using training data.

Table 2: Neural Networks Model Parameters

Model Hiden Unit Epochs Learning rate Optimizer Batch size

LSTM 64 100 0.001 Adam 32

BiLSTM 64 100 0.001 Adam 32

GRU 64 100 0.001 Adam 32

These parameters are obtained by minimizing the cross-entropy of the recon-
structed error during the training. For each of the LSTM, Bi-LSTM and GRU
models, we created the number of neurons in hidden layers, number of units in
hidden layers and model name. The adopted techniques all have 64 neurons in
the input layer, one hidden layer including 64 neurons and 1 neuron in the output
layer. To make the LSTM and GRU model robust to changes, Dropout func-
tion “Dropout (0.2)” which randomly drops 20% of units from the network
was used.
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The model was trained with a Batch Size of 32 while the remaining 20% of
the training data was used for validation. However, in other to avoid over-fitting,
an early stop process was used to truncate training whenever validation loss did
not improve after 10 epochs just as illustrated in Fig. 2.

Figure 2: Loss History of the Fitted Models

Table 2: Neural Networks Model Parameters

Model MAE RMSE MSE MAPE

Bidirectional-LSTM 0.566 0.7187 0.5165 5.6221

LSTM 0.5519 0.6978 0.4869 5.5217

GRU 0.569 0.7157 0.5123 5.6606

The mean absolute percentage error (MAPE) which is the mean or average of
the absolute percentage errors of forecasts was shown in Table 3 alongside other
measures of error adopted, and a corresponding visual description displayed in
Fig.3.
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Figure 3: Performance of Fitted Models

The results of MAE, RMSE, MSE and MAPE of the three models as tabu-
lated in Table 3 showed that the technique with the least measures of error is
LSTM with respective values of 0.5519, 0.6978, 0.4869 and 5.5217. Thus, LSTM
performed better than the remaining two techniques in the modeling of our spec-
ified dynamic panel model.

Furthermore, the predicted and actual plots of each of the utilized models is
shown in Fig. 4.

Figure 4: Performance of Fitted Models
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Figure 5: Economic Growth Forecasts

Considering the results of the models’ performances, we safely concluded that
after parameter training, LSTM outperforms the other methods in predicting the
Economic growth of African countries. Thus, Fig. 5 depicts the prediction of
the next 20 years for all the countries using LSTM technique.

The forecasts showed that the economic growth of the African countries will
maintain a steady growth with a constant trend for most part of the forecasts
years.

4 DISCUSSIONS AND CONCLUSIONS

Considering the results obtained after parameter training, LSTM performs better
in predicting the Economic growth of African countries giving its lowest MAE,
MSE, MAPE and RMSE amidst other methods used in the research. Also, fore-
casts showed that the economic growth of the African countries will maintain a
steady growth with a constant trend for most part of the forecasts years. It is
thus recommended that LSTM should be adopted over Bi-LSTM & GRU when
modelling dynamic panel data with deep learning techniques.

It will be of interest to note that this research is not targeted at discredit-
ing the application of convectional modeling techniques for dynamic panel data,
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otherwise it is targeted at exploring the suitability of modern techniques of deep
learning in modeling dynamic panel data. While deep learning targets accu-
rate prediction of the models based on the splitting of dataset into training and
test data, the conventional methods are more superior in terms of model inter-
pretability of which major concerns are about the parameter estimates, standard
error, P-value and confidence interval.
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